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INSTRUCTIONS

Read carefully the text of the problems before attempting to solve them. Five problems
out of six count for 100%. You are allowed one A4 sheet with formulae and theorems,
and a handbook of mathematics. Time allowed: 120 minutes.
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1. (20) An urn contains B black and R red balls. We select balls at random without
replacement until we pick the first red ball at which point we stop. Let X be the
number of black balls selected.

a. (10) Compute F(X).
Hint: use indicators.

Solution: number all the black balls with k = 1,2,..., B. Letting
| { 1 if the k-th black ball comes before the first red ball
p =

0 else,

we have

B
;YZE:Q.
k=1

By symmetry, all indicators have the same expectation. To compute the proba-
bility P(I; = 1), note that only the relative positions of the k-th black ball and
the R red balls are relevant. Since all the permutations are equally likely we get

1
P(I=1) = ——
h=0=771
and as a consequence
B
E(X)= ——
=7

b. (10) Compute var(X).

Solution: we use the indicators from the first part. First observe that

R
L)= —
var([y) ESIE
for all k. Again by symmetry, all the covariances cov(Iy, I;) for k # 1 are also
equal. We find P(I;, = 1,1; = 1) by considering relative positions of the k-th and
[-th black ball, and the R red balls. The probability that the two black balls are
the first two is

1 1
Pl,=11=1)=2 —r ——
Gi=15=1) R+1 R+2
It follows,
cov(Iy, 1)) 2 !
\4 = —
P (R+1)(BR+2) (R+1)2
which simplifies to
COV(Ik, ]l) = 1t

(R+1)22(R+2)
By the formula for the variance of sums we have
R R

: T BB - T

var(X) = B-m

which simplifies to
_ BR(B+R+1)

) = ma T o)
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2. (20) Let Xy, Xs,... be independent geometric random variables with the same
parameter p and let ¢ = 1 — p, that is,

PX,=r)=p¢'; r=1,2,....
Denote S, = X7 + Xo + -+ - + X,
a. (10) Find P(S; =n) for 1 <k < n.

Solution: since sums of independent geometric random wvariables are negative
binomial, we have Sy ~ NegBin(k,p). We have

n—1
P(Sy=n) = (k B 1)pkq”_k.

b. (10) For each n > 1, compute

fo=P (S =nforsome k=1,2,...,n) .

Solution: we have
fo=P(Ui_{Sx=n}).

Observe that the events in the union are disjoint, so we get

fo=>Y_ P(Sk=mn).
k=1

Using the result form the first part and the binomial formula, we get

" /n—1 _
fnZZ(k_l)pkqn f=p.

k=1
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3. (20) Let the vector (U, X,Y’) have the density

2
z|y| T o
2m/ud (1 — u)3

for u € (0,1), x > 0 and y € R, and zero elsewhere. Define

flu,z,y) =

X Y
W=— and Z= )
VU 1-U
a. (10) Find the density of the vector (U, W, Z). Are the random variables U, W
and Z independent?

Solution: define

w000 = (1 7o 7)
u,x, =\U, —F/=, —(//—
Y Vu' /1 —u
and observe that the map ® takes (0,1) x (0,00) x R bijectively onto itself. We
have
O u,w, 2) = (u, wyvu, zv1 — u) ,
which implies Jp-1(u,w, z) = \/u(l —u). The transformation formula gives

fow.z(u,w, 2) = ;ﬂ% e s Jull—u),

which simplifies to

w|z] w? 52

UMW, 2) = ————— 2 e 2.
fomatww:2) = S i —w
We infer that U, W and Z are independent.
b. (10) Find the density of (U,Y) = (U, Zv1 — U ), and compute the density of Y.

Hint: when computing the marginal density, use the new variable

Vi
Vi—u

=0.

Solution: noting that fooowe_w2/2dw = 1, we find that the vector (U,Z) has

density
2| 2

fU7z(u, Z) = m 67%

Taking ®(u, z) = (u, vV1—u- z), the transformation formula gives

1

foy (u,y) = fuz(u,y/V1—u) - Jiou
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Combining both equalities we get

2

P

foylny) = =

The density of Y 1is the marginal density. Integrate the expression with respect
to u. Introducing the new variable

NG
Vi—u

we get
d
a =dv, and =1+,
2/u(l —u)? 1—u
Finally,
v(y) = M €7y2(12+v2)dv
4 T
0
_ ﬂ‘y’ 6_% ) 1 / e_y22u2dv
VT V2 Jo
_ V2l e 1
Ve 2Jy|
1 2
= [ 2

5



Probability, 2020/21, M. Perman, K. Ferjancic

4. (20) In a sequence of independent tosses of a fair coin let X be the number of tosses
until the first appearance of the pattern HH, and Y the number of tosses until the
second appearance of the pattern HH. Examples:

HTTHHTTTHTHH X =5 Y=12
HTTHTTHTTHHH X =11, Y =12

a. (10) Find E(X).

Solution: define By = {first toss is a T}, By = {first two tosses are HT}, and
Bz = {first two tosses are HH}. We have

E(X|B) =14+ E(X), EX|By)=2+FE(X) and E(X|B;)=
The formula for total expectation gives
EX)=3(1+EX))+1(2+E(X))+75-2.
Solving the linear equation gives E(X) = 6.
b. (10) Find E(Y — X).
Solution: for k =2,3,... define
By = {X =k, the (k+ 1)-th toss is H}

and
Cr ={X =k, the (k + 1)-th toss is T} .

We have
EY —X|By)=1 and E(Y —X|Cy) =1+ E(X).

Noting that the events Bs, Bs,...,Cs,Cs, ... form a partition, the formula for
total expectation gives

= P(By)+ Y (14 E(X))P(Cy).
k=2 k=2

Since P(By) = P(Cy) and since these events form a partition, we have
Sorey P(By) = > 1oy P(Ck) = 5. As a result, we conclude that

E(YY - X)=1+1B(X)=4,
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5. (20) Let X and Y be independent, non-negative, integer valued random variables

with the same distribution. Assume that for k¥ > 1 we have
1
P(X:k):ZLP(X+Y:k—1).

Let G(s) be the generating function of X and Y.
a. (10) Find an equation that is satisfied by G(s).

Solution: multiply both sides of the above relation by s* and sum over k > 1.
Denoting P(X = 0) = p, we get

ZP k)s" = Gx(s) —p

and

S oPX+Y =k 1)t = ZGXer(S).
k=1
Since X and Y have the same distribution, we have Gx.y(s) = G(s)*>. The

desired equation s

MH

b. (10) Find the distribution of X.
Hint: first G(1) = 1, and by Newton’s expansion we have that for |z| < 1

m_z (1/2);(; |

Solution: since G(1) = 1, the equation from the first part implies

1—p= 1 .
4
Solving for G(s) we get

3s
2(14/1-%)

S

G(s) =

The coefficients of a generating function must be non-negative. Since
(—1)’“(122) <0 forallk=1,2,3,..., we have to choose the negative sign for the
root. Expanding into a power series we get

G(s) = :01 2(11{:2) (—1)’“% :

P(X =k)= 2(134?1) (—1)k (Z)M .

Finally,
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6. (20) In 1999 the patrons of HIT Casinos played the game Colore 400,000 times.
The probability of winning in the game is p = 0.00198079.

a. (10) The number of winning games in the 440,000 games is like a sum of in-
dependent equally distributed indicators X; with P(X; = 1) = p and P(X; =
0) = 1 — p. What, approximately, is the probability that there are 920 or more
winning games.

Solution: using the central limit theorem with the continuity correction and n =
440,000 we have

Sy = B(S,) _ 9195 — E(Sn)>

P(S, >920) = P(S, >9195) =P >
(S 2 920) (S > ) ( V/var(Sy) /var(Sy)

op(zs 295 BB
var(.Sy,)

where Z ~ N(0,1). Denoting ¢ = 1 — p, we have E(S,) = np = 871.55 and
Vvar(S,) = /npq = 29.49 so

919.5— B(S,) . 919587155 . |
var(.S,,) 29.49 o

The normal table gives
P(S,, >920) =~ 0.052.

Remark. Using exact binomial probabilities, we can compute a more accurate
value. Within displayed accuracy, we have P(S, > 920) = 0.5295.

b. (10) Suppose the payout for a winning game is > 0. If a patron stakes 1 unit
and wins, she gets the stake back along with additional x units. If she loses the
game, she loses the stake. Find the largest x such that after 440,000 games the
Casino has a loss with probability at most 0.01.

Solution: in every game the Casino either wins one unit or loses x units. The
gain is like the sum of 440,000 independent equally distributed random variables
Y; with P(Y; = 1) = q and P(Y; = —x) = p. Letting W,, =Y, + Yo+ -+ Y,
the largest x has to approzimately satisfy the equation

P(W, <0)=0.01.

We compute E(Y;) = q — pz, var(Y;) = pq(x + 1)? and var(W,,) = npq(z + 1)%
By the central limit theorem we have

/var(W,,) = _\/Var(Wn)

(o< G5)

P(W, <0)=P (W” — (W) () )

~ 0.01.
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From the normal table we infer that

_W ~ —2.33,

(z+1)v/Pa

Solving for x we get

.~ qv/n — 2.33,/pq
pv/n + 2.33,/pg

= 466.95 .

Remark. Ezact binomial probabilities again yield more accurate value. Keeping
the notation from the preceding part, the gain of the Casino equals —S,x + (n —
Sn). Thus, the Casino has a loss if and only if S, > o471+ From exact binomial
probabilities, it follows that P(S, > 940) > 0.01 and P(S, > 941) < 0.01.
Therefore, P(S, > y) < 0.01 if and only if y > 941. Hence the mazimum value

of x equals
n
= — — 1 = 466. :
T =0 66.5877



