KALMAN FILTER
Let (0;)i>1 in (&;);>1 be two sequences of random vectors of dimensions k
and [ satisfying the equations

en—i-l = ain + Al,nen + Bl,nnl,n-‘rl + Cl,nn27n+1
Snv1 = A2, + Aguby +Bouningr + Coniongr s 1

where a; ,,, as,, are fixed known vectors of dimensions k and [, A, ,, Ay, are
matrices of dimensions k£ x k and [ x k, By ,,, By,, are matrices of dimensions
kx kand ! x k, Cy, and C,,, matrices of dimensions k x [ and [ x [ and 7, ,
and 7, 1.i.d. sequences of random vectors N(0,I;) in N(0,I;) independent
of each other.

Assume that (6, §) is a multivariate normal vector independent of (7; ;) ;>1,7 =
1,2,... such that

(o) =~ ((m) (3 32))

a. Argue that the conditional distribution of 6,,, (6,,, &,41)T and (0,41, &ny1) T
given (£1,&o,...,&,) is multivariate normal. You do not need to give
the distribution explicitely.

b. Denote

M?’L:E(en|€17€27"'7€n) n 7nzvar{(9n|€17€27"'a§n}‘
We know that p, is the best forecast of 6, based on &1, &, ..., &,. Show

that the following recursive formulae are valid. Always assume that all
the matrices one needs to invert are invertible.
Hn+1 = [al,n + Al,nlfm] + [Bl,nt:n + Cl,ncan + Al,n'ynAgjn]

X [B2,nB§,n + C2,ncg:n + A2,nﬁ)/nAg:n]71[£n+l - aZ,n - A2,n,un]

Yn+1 =
[Al n’ynAl n + Bl nBl n + Cl nCT ] -

- [ Bgn + C1 nCQ nt Al n,)/n 2 n] [BQ,ntjn + C2,nc£n + AQ,HVHA%—:n]il
X [Bl nBQ nt G nCQ ot A, n’VnAgn]

1



Remark: These recursion formulae are known as the Kalman-Bucy fil-
ter.

Hints:

(i) If Z = (X,Y)T is a random vector, such that the conditional
distribution of Z. given W is multivariate normal with parameters

o Y Yo
and
( Yo ) ( 31 X )
then the conditional distribution of Y given (X, W) is multivariate
normal with parameters

E(YIX,W) = E(Y|W)+ 3% (X - E(X|W))
VaI'{Y‘X,W} = 222 — 22121_11212 .

(i) Let
E(O0n11161, 82, -+, 6nv1) = E(0nia] (61,62, -1 &n) » Entr)
Use (1).

c. Why is the word filter used?



