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INSTRUCTIONS

Read carefully the wording of the problem before you start. There are four problems
altogeher. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.

Problem | a. b. C. d.
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1. (25) Suppose the population is stratified into K strata of sizes Ny, ..., Ng. Denote
by g, the population mean in stratum k and by o7 the population variance in stratum
kfor k=1,2,...,K. Let u be the population mean for the whole population and o2
the population variance for the whole population. Suppose a stratified sample is taken
with sample sizes in each stratum equal to ny, no, ..., nk. Let X be the sample mean

in stratum & and let .

K
=1 k=1

a. (5) Compute E [(X’k - X)Q].

Solution: We compute

2

B[(%- %)) = var (% - %) + (B (- X))
= var(Xy) + var(X) — 2cov(Xg, X) + (1, — “)2
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b. (10) Suggest an unbiased estimator for the quantity
K
V= wnl — p)?
k=1
Explain why the suggested estimator is unbiased.

Solution: Since we have unbiased estimators for oi the quantity

2 ~2 ~2
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is an unbiased estimator of (uy — p)*. Multiplying v by wy, and summing over
k we get an unbiased estimator of v2.

c. (10) Suggest an unbiased estimator of the population variance o%. Explain why
your estimator is unbiased.

Hint: check that

K K
o? = Zwkai + Zwk(uk —n)?.
k=1

k=1
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Solution: We write .
02 = Zwkaz +72.
k=1

Since both terms on the right can be estimated in an unbiased way we have that

is an unbiased estimator of 62.
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2. (25) Assume the data x1,xs, ..., x, are an i.i.d. sample from the distribution with
density
& a1~z
fla) = Slale
for a > 0.

a. (15) Write the equation for the MLE estimate of a. Compute the Fisher infor-
mation I(«). Assume as known that

2

2a—1 2 —x® U (2 ’7)’7
| dzx = —
/0' T og re X 6 3 3

where v = 0.577216 is the Euler constant.

Solution: The log-likelihood function is given by
Uz, ..., x,) =nlog(a) —nlog2 + (a—1) Zlog |xg| — Z ||
k=1 k=1

Setting the derivative to 0 we get the equation

n n n
—+ > log |z = > |#[*log |a| = 0.
k=1 k=1

For the Fisher information we compute

1
0" = 5 |2|* log? |z] .
We get
1 o [ b0 gl
I(a) = ?—1-5/ |22 L log? |z]e~ 1!
_ 1™ 2=
a? 1202 202

b. (10) Suppose you knew the MLE estimate &. Write explicitely the approximate
99%-confidence interval for a.

Resitev: The approximate standard error is given by

1
nl(&)

A

se(@) =

and zo, = 2.56. The approximate confidence interval is

&+ 2.56 - se(a) .
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3. (25) Assume the observations zi,...,z, are an i.i.d.sample from the I'(2,0) distri-
bution with density
f(z) = ?ze™

for x > 0 and 6 > 0.
a. () Find the maximum likelihood estimator for the parameter 6.

Solution: The log-likelihood function is

C(0|x) = 2nlog0+210gwk —QZxk.
k=1 k=1

Equating the derivative to 0 we get
2n

0= ——" .
Zzzlfsz

b. (10) For the testing problem Hy: 6 = 1 versus Hy: 6 # 1 find the Wilks’s test
statistic A. Describe when you would reject Hy given that the size of the test is
1 —a with a € (0,1).

Solution: By definition )

A= 20(0) — 26(1).

Using the mazimum likelihood estimatorB we get

A = —4nlog (g) +2n(z—2) .

By Wilks’s theorem under Hy the distribution of the test statistic A is approxi-
mately x*(1). The null-hypothesis is rejected when X\ > c, where ¢, is such that
P(x*(1) = ca) = o
c. (10) The function
f(y) = —4nlog (%) + 2n(y — 2)

is strictly decreasing on (0,2) and strictly increasing on (2,00). Assume for all
¢ > mingso f(y) you can find the two solutions of the equation f(y) = c¢. Can
you use this information to give an exact test given a € (0,1)? Describe the
procedure. No calculations are required.

Hint: by properties of the gamma distribution X ~ I'(2n,0/n).
Solution: Given the assumptions we can find such a c, that under Hy we have
PHO (f(X) Z Ca) = .

Let x1 < xq be the solutions of the equation f(z) = co. The test that rejects Hy
when either X < x1 or X > x4y 1s exact.
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4. (25) Assume the regression model with
Y =XB+¢€

where F(€) = 0 and var (€) = 0?% where X is an invertible known matrix and o? is
an unknown parameter.

a. (5) Show that
8= (X"X)"'X"Y
is an unbiased estimate of the parameter 3.
Solution: We compute
E(B) = (X"X) " X"E(Y).

Since E(Y) = X3 we have

b. (5) Show that
B=(X"2'X) ' XTe Y
is an unbiased estimate of the parameter 3.
Solution: We compute
E(B) = (X"57X) 7 XTS5 E(Y),

Since E(Y) = XB we have

c. (5) Compute the covariance matrix

o (555
Solution: Denote

A= (XTX)'XT
and

B= (X"2'X) ' X2
In this notation
cov(AY —BY,BY) = (A — B)cov(Y,Y)B”.

Note that cov(Y,Y) = 0%, It is straightforward to check that

(A -B)EXB” =0.
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. (10) Which of the two estimators for 3 is better? Explain.

Solution: Write as in the Gauss-Markov theorem

~

var(3) = Var(B — B+ ,é)
= Var(B — B) + var(B) + 2cov (B -3, B)
= Var([; — ,5’) + var(,[;’) .

This means that B is the better estimator of B.



