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Instructions

Read carefully the wording of the problem before you start. There are four problems
altogether. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.
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1. (25) A population of size N is divided into K groups of equal size M = N/K. A
sample is selected in such a way that k groups are selected by simple random sampling,
and then all the units in the selected groups are selected.

a. (10) Show that the sample average Ȳ is an unbiased estimate of the population
mean.

Solution: let µi be the population mean in the i-th group. In the sampling proce-
dure described we are choosing a simple random sample of groups and we observe
µi for this group. The estimator Ȳ is just a sample average of the µi selected.
The expectation is therefore the average of all µis which is µ.

b. (15) Let µi be the population mean in group i for i = 1, 2, . . . , K and let µ be
the population mean. Define

σ2
b =

1

K

K∑
i=1

(µi − µ)2 .

Show that

se
(
Ȳ
)

=
σb√
k
·
√
K − k
K − 1

.

Solution: think of groups as units selected and to each group assign the value µi.
The formula is then the formula for the standard error of such a sample average.
But Ȳ is equal to this sample average.
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2. (20) The Birnbaum-Saunders distribution has the density

f(x) =
1

2γ

(
1

x1/2
+

1

x3/2

)
exp

(
− 1

2γ2

(√
x− 1√

x

)2
)

for x > 0 and γ > 0. Assume that the observed values x1, . . . , xn are an i.i.d. sample
from the density f(x).

a. (5) Find the MLE estimate for the parameter γ.

Solution: the log-likelihood function is

`(γ,x) = −n log 2− n log γ +
n∑
k=1

(
1

x
1/2
k

+
1

x
3/2
k

)
− 1

2γ2

n∑
k=1

(
x
1/2
k − x

−1/2
k

)2
.

Take the derivative to get

∂`

∂γ
= −n

γ
+

1

γ3

n∑
k=1

(
x
1/2
k − x

−1/2
k

)2
.

Set the derivative to zero and solve for γ to get

γ̂ =

√√√√ 1

n

n∑
k=1

(
x
1/2
k − x

−1/2
k

)2
.

b. (5) Assume as known that

P (X ≤ x) = Φ

(
1

γ

(√
x− 1√

x

))
,

where Φ(x) is the distribution function of the standard normal distribution.
Show that the variable Y defined as

Y =
√
X − 1√

X

has the N(0, γ2) distribution.

Solution: denote f(x) =
√
x− 1/

√
x. The function f(x) is increasing and

P (Y ≤ y) = P (f(X) ≤ y) = Φ

(
1

γ
f(f−1(y))

)
= Φ

(
y

γ

)
.
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c. (5) Is

γ̂2 =
1

n

n∑
k=1

(√
Xk −

1√
Xk

)2

an unbiased estimator of γ2?

Solution: compute

E

[(√
Xk −

1√
Xk

)2
]

= γ2 .

It follows that γ̂2 is an unbiased estimate of γ2.

d. (10) Compute the standard error for γ̂.

Solution: compute the second derivative of the log-likelihood function for n = 1.

∂2`

∂γ2
= − 1

γ2
+

3

γ4

(√
x− 1√

x

)
.

It follows

−E
(
∂2`

∂γ2

)
=

2

γ2
.

hence
se(γ̂) =

γ√
2n

.
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3. (25) Assume the observations x1, . . . , xn are an i.i.d.sample from the Γ(2, θ) distri-
bution with density

f(x) = θ2xe−θx

for x > 0 and θ > 0.

a. (5) Find the maximum likelihood estimator for the parameter θ.

Solution: the log-likelihood function is

` (θ|x) = 2n log θ +
n∑
k=1

log xk − θ
n∑
k=1

xk .

Equating the derivative to 0 we get

θ̂ =
2n∑n
k=1 xk

.

b. (10) For the testing problem H0 : θ = 1 versus H1 : θ 6= 1 find the Wilks’s test
statistic λ. Describe when you would reject H0 given that the size of the test is
1− α with α ∈ (0, 1).

Solution: by definition
λ = 2`(θ̂)− 2`(1) .

Using the maximum likelihood estimator θ̂ we get

λ = −4n log
( x̄

2

)
+ 2n (x̄− 2) .

By Wilks’s theorem under H0 the distribution of the test statistic λ is approxi-
mately χ2(1). The null-hypothesis is rejected when λ > cα where cα is such that
P (χ2(1) ≥ cα) = α.

c. (10) The function

f(y) = −4n log
(y

2

)
+ 2n(y − 2)

is strictly decreasing on (0, 2) and strictly increasing on (2,∞). Assume for all
c > miny>0 f(y) you can find the two solutions of the equation f(y) = c. Can
you use this information to give an exact test given α ∈ (0, 1)? Describe the
procedure. No calculations are required.

Hint: by properties of the gamma distribution X̄ ∼ Γ(2n, θ/n).

Solution: given the assumptions we can find such a cα that under H0 we have

PH0

(
f(X̄) ≥ cα

)
= α .

Let x1 < x2 be the solutions of the equation f(x) = cα. The test that rejects H0

when either X̄ < x1 or X̄ > x2 is exact.
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4. (25) Assume the regression equations are

Yk = α + βxk + εk

for k = 1, 2, . . . , n. The error terms satisfy the assumptions that

E(εk) = 0 and var(εk) = σ2(1 + τ 2)

for k = 1, 2, . . . , n, and
cov(εk, εl) = σ2τ 2

for k 6= l, where τ 2 is assumed to be a known constant. Assume that
∑n

k=1 xk = 0.

a. (5) Let

α̂ =
1

n

n∑
k=1

Yk and β̂ =

∑n
k=1 xkYk∑n
k=1 x

2
k

be the ordinary least squares estimators of the two regression parameters. Show
that the estimators are unbiased.

Solution: from the assumptions we have

E

((
α̂

β̂

))
=

(
1
n

∑n
k=1(α + β + E(εk))∑n
k=1 xk(α+βxk+E(εk)∑n

k=1 x
2
k

)
=

(
α
β

)
.

b. (5) Let (
α̃

β̃

)
=

(∑n
k=1 akYk∑n
k=1 bkYk

)
be a linear unbiased estimator of the regression parameters. Compute

cov(α̃− α̂, α̂) .

Solution: by assumption

E

(
n∑
k=1

akE(Yk)

)
=

n∑
k=1

ak(α + βxk) = α

which means
∑n

k=1 ak = 1. Compute

cov(α̃− α̂, α̂)

=
1

n
cov

(
n∑
k=1

(ak −
1

n
)Yk,

n∑
l=1

Yl

)

=
1

n

n∑
k=1

(
ak −

1

n

)
σ2(1 + τ 2)

+
1

n

∑
k 6=l

1

n

(
ak −

1

n

)
σ2τ 2

= 0 .
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c. (5) Find the best unbiased linear estimator of α.

Solution: compute

var(α̃) = var(α̃− α̂ + α̂) + var(α̂) + var(α̃− α̂) ≥ var(α̂) .

The assertion follows.

d. (10) Find the best unbiased linear estimator of β.

Solution: by assumption

E
(
β̃
)

=
n∑
k=1

bk(α + βxk)

which implies
∑n

k=1 bk = 0 and
∑n

k=1 bkxk = 1. Denote
∑n

k=1 x
2
k = s and

compute

cov(β̃ − β̂, β̂)

= cov

(
n∑
k=1

(
bk −

xk
s

)
Yk,

n∑
l=1

xl
s
Yl

)

=
n∑
k=1

(
bk −

xk
s

)(xk
s

)
σ2(1 + τ 2)∑

k 6=l

(
bk −

xk
s

) xl
s
σ2τ 2

= 0 .

The assertion about the best unbiased linear estimator follows the same way as
in c.
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