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INSTRUCTIONS

Read carefully the wording of the problem before you start. There are four problems
altogether. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.
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1. (25) A population of size N is divided into K groups of equal size M = N/K. A
sample is selected in such a way that k groups are selected by simple random sampling,
and then all the units in the selected groups are selected.

a. (10) Show that the sample average Y is an unbiased estimate of the population
mean.

Solution: let p; be the population mean in the i-th group. In the sampling proce-
dure described we are choosing a simple random sample of groups and we observe
i for this group. The estimator Y is just a sample average of the y; selected.
The expectation is therefore the average of all p;s which is pu.

b. (15) Let u; be the population mean in group ¢ for i = 1,2, ..., K and let u be
the population mean. Define

1 K
oy =72 > (i —m)*.
=1

— Op K-k
Se(Y):ﬁ'UH-

Solution: think of groups as units selected and to each group assign the value ;.
The formula is then the formula for the standard error of such a sample average.
But Y 1is equal to this sample average.

Show that
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2. (20) The Birnbaum-Saunders distribution has the density

0= ) ()

for x > 0 and v > 0. Assume that the observed values x1,...,x, are an i.i.d. sample
from the density f(x).

a. () Find the MLE estimate for the parameter ~.

Solution: the log-likelihood function is

(1 1 1 < -
l(vy,x) = —nlog2—nlog7+z <W+3_/2) — _22 (33’;1@/2—%1/2)
x

k=1 \ Lk k

Take the derivative to get

g_j _ _ﬁ %;( 1/2 —1/2)

Set the derivative to zero and solve for v to get

. (5) Assume as known that

z-a(2 ).

where ®(x) is the distribution function of the standard normal distribution.
Show that the variable Y defined as

Y =vVX -

s

has the N(0,~?) distribution.
Solution: denote f(x) = +/x — 1/\/x. The function f(x) is increasing and

PIY <9) = PU) <) = (117 0)) = (2).
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c. (5)Is ) .
- (Vi)

an unbiased estimator of ~2?

Solution: compute

E

VX

It follows that 4% is an unbiased estimate of 2.

(- )]+

d. (10) Compute the standard error for 4.

Solution: compute the second derivative of the log-likelihood function for n = 1.

0%/ 1 3 1
b=t (V)

It follows

hence
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3. (25) Assume the observations zi,...,z, are an i.i.d.sample from the I'(2,0) distri-
bution with density
f(z) = ?ze™

for x > 0 and 6 > 0.
a. (5) Find the maximum likelihood estimator for the parameter 6.

Solution: the log-likelihood function is
?(0)x) = 2nlog + Zlogmk - GZ:ck.
k=1 k=1

Equating the derivative to 0 we get
2n

0= — .
Zzzrfk

b. (10) For the testing problem Hy: 6 = 1 versus H;: 6 # 1 find the Wilks’s test
statistic A\. Describe when you would reject Hy given that the size of the test is
1 —a with a € (0,1).

Solution: by definition

A

A= 20(0) — 20(1) .

Using the mazimum likelihood estimator 0 we get

A = —4nlog <§> +2n(z—2) .

By Wilks’s theorem under Hy the distribution of the test statistic A is approxi-
mately x*(1). The null-hypothesis is rejected when X\ > c, where c, is such that
P(x*(1) = ca) = o
c. (10) The function
f(y) = —4nlog (%) +2n(y — 2)

is strictly decreasing on (0,2) and strictly increasing on (2, 00). Assume for all
¢ > minyo f(y) you can find the two solutions of the equation f(y) = c¢. Can
you use this information to give an exact test given a € (0,1)? Describe the
procedure. No calculations are required.

Hint: by properties of the gamma distribution X ~ T'(2n,0/n).
Solution: given the assumptions we can find such a c, that under Hy we have
PHo (f(X> 2 Ca) = .

Let x1 < x5 be the solutions of the equation f(x) = co. The test that rejects Hy
when either X < x1 or X > x9 is exact.
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4. (25) Assume the regression equations are

Y = a+ Br, + e

for k=1,2,...,n. The error terms satisfy the assumptions that
E(ex) =0 and var(e;) = o*(1+ 72)

for k=1,2,...,n, and
cov(ex, €) = 0°7°

for k # I, where 72 is assumed to be a known constant. Assume that Y, z; = 0.
a. (5) Let
N 1 i N an IkYk
a=— Y, and f=h1tm 2
n ; > ke T

be the ordinary least squares estimators of the two regression parameters. Show
that the estimators are unbiased.

Solution: from the assumptions we have

e ( (a)> Ly ki (a+ B+ Eler)) (a)
A = Y ney Tr(atBrrt+E(er) = .
5 > oh=1 x% /3

(5)= (&)

be a linear unbiased estimator of the regression parameters. Compute

b. (5) Let

cov(a — &, @) .
Solution: by assumption

E (Z akE(Yk)> = ap(a+ ) =a

which means Y, _, ar, = 1. Compute
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c. (5) Find the best unbiased linear estimator of a.
Solution: compute
var(@) = var(& — & + &) + var(&) + var(a@ — &) > var(Q) .
The assertion follows.
d. (10) Find the best unbiased linear estimator of /3.

Solution: by assumption

E(B) = i bi(cx + Bay)

which implies > o by = 0 and > ,_ bpxy = 1. Denote Y . _,z; = s and
compute

COV(B - B7 B)
— cov ( (e = =) v ﬁYZ)
s s
k=1 =1
= (bk - ﬂ) <ﬁ> o?(147%)
s s
k=1
S22
s/ s
k£l
= 0.

The assertion about the best unbiased linear estimator follows the same way as
m c.



