UNIVERSITY OF LJUBLJANA
DOCTORAL PROGRAMME IN STATISTICS
METHODOLOGY OF STATISTICAL RESEARCH
WRITTEN EXAMINATION

SEPTEMBER 3™, 2020

NAME AND SURNAME: IDNoMBER: | [ [ [ [ []]

INSTRUCTIONS

Read carefully the wording of the problem before you start. There are four problems
altogeher. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.

Problem | a. b. C. d.
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1. (25) Assume that every unit in a population of size N has two values of statistical
variables. Denote these pairs of values by (x1,11), (z2,y2), ..., (zn,yn). The average
of all the values

N
= o Z(xk + Yr) -
2N —

is to be estimated. If the k-th unit is selected, she responds with the value x; with
probability %, and with value y;, with probability % independently of other units and
independently of the sampling procedure. The pollsters do not know which of the two
values is given.

Assume that a simple random sample of size n is selected from the population.
The quantity A is estimated by the sample average. The estimator is expressed as

N N
— Z (@rds + yr(1 = Ji))
k=1

3

where [} is the indicator that the k-th unit is selected, and Jj, is the indicator that the
k-th unit’s response is x. The assumptions imply that the vectors (Iy,...,Iy) and
(Ji,...,Jn) are independent, and that the indicators Ji, ..., J, are independent.

a. (5) Show that the estimator X is unbiased.

Solution: Use independence and linearity of the expected value to get

:w
Mz

k=1

b. (10) Show that for k =1,2,..., N

n (1} + g n? (x,+
var (Ig(xpJp + yr(1 — Ji))) = v (kTyk) = ( k . yk>

Solution: From simple random sampling we know that E(I}) =
that

~- This implies

no(Tp+ Y
FE 1-— = — )
o+ L= )] = 5 (P52
Using the facts that I} = I, J? = J;, and Jp(1 — J) = 0 we get

E [} (wedi+y(l = J0))] = E[L (23, +y2(1 — )]
n (224>
= N(%)

The formula for the variance follows.
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c. (10) Show that for k # 1

cov (In(zrdi + ye(1 = Ji)), L@y + (1 = Jy))) = %(m + ) (20 + ) -

Solution: From simple random sampling we know that

n(N —n)
I, ) = —————.
covlli ) = —qpy )
This implies that

n(N—-n) n* n(n-1)

R K S A E (A EEE

Use the linearity of expected value and independence assumptions to compute

E[(I(xpdr + ye(1 = Ji)) (L(zy + wi(1 = )]

= U + L) + T B + 2L (1)
n(n —1
=1y )
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2. (25) Let the observed values x1, zs, . .., z, be generated as independent, identically
distributed random variables X, Xo, ..., X,, with distribution
9 -1 z—1
F%)(lzzlg ::ﬁ——7¥2———

forx=1,2,3,...and 6 > 1.
a. (10) Find the MLE estimate of 6 based on the observations.

Solution: We find

(Z Ty — n) log(6 — 1) <Z xk> log 6.
Taking the deriwative we have

Dot TN D e T, _
— =0.

(0,x) = 7 1 7

It follows that

n

>
Il
S

T =1T.
k=1

b. (15) Write an approximate 99%-confidence interval for 6 based on the observa-
tions. Assume as known that

2 1—a)

for |a| < 1.

Solution: We have
r—1 x

G172 T
To find the Fisher information we need

"0, z) = —

r=1 a
Using the hint we get
1 -1\
EX)==-(1——— =40
=g (1-557)
We have .
1(0) = .
() 00 —1)

An approximate 99%-confidence interval is

96 —1)

0+ 2.56 -
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3. (25) Assume that the observed values x1, xo, ...,z and y1,ys, . .., y, were created
as independent random variables X, Xy, ..., X, and Y1,Y5, ..., Y, with X} ~ exp(u)
for k =1,2,...,m and Y} ~ exp(v) for k = 1,2,...,n. The hypothesis

Hy:p=v Versus Hy:p#v
is to be tested. Assume that pu,v > 0.
a. (15) Find the Wilks likelihood ratio statistics A for this testing problem.
Solution: The log-likelihood functions is

Up,vlx,y) =mlogp—p Y xp+nlogy—vy _ y.
k=1 k=1

If i and v can vary freely, the maximum is attained at

N m d 7 n 1
n= m = an V= n = —.
> k1 Tk Dok Yk Y

Fvaluating the log-likelihood function at the MLE estimates gives

SR

U0, plx,y) =mlogfi—m+nlogt —n.

If v = u the MLE turns out to be

== m-+n
D ket Th T D iy Yk

and
(i, vx,y) = (m+n)logfi —m —n.

It follows that
A =2mlog i+ 2nlogy —2(m +n)logfi.

b. (5) What is the approximate distribution of the Wilk’s likelihood statistics?

Solution: Bt Wilks’ theorem the approzimate distribution is x*(1).
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4. (25) Assume the following regression model

Yo = Pra+te
Yio = Bxi+n

for i = 1,2,...,n. Assume that the pairs (e1,71),...,(€,,m,) are independent and
identically distributed with E(¢;) = E(n;) = 0, var(¢;) = var(n;) = o2 and corr(e;, 1;) =
p. Assume that p is known.

a. (5) Let
Yoy Yoz + Yiaxio)
D i1 (3 + 23)
Is this estimator unbiased? Compute its standard error.

B =

Solution: All the estimators in the sequel are of the form

n

B = Z(aiyh + b;Yio)

i=1
for suitable a; and b;. We have

n

EB) =8 Z (aizit + biziz)

=1

and
n

Var(B) = Z var(a;Yy + b;Yp) = o Z (a? + b7 + 2pagb;) .
i=1

i=1
Plugging in the respective a; and b; we find that all the estimators are unbiased
and we derive the formulae for standard errors.

b. (5) Adding we get
Yio + Yo = Bz + xi2) + &,

where & = ¢; + n;. The terms &, ..., &, are uncorrelated with E(¢;) = 0 and
var(&;) = 0%(2 + p). The parameter 3 can be estimated as

Z?:l(yu + Yio)(wi1 + 42)
D i (Tin + wi2)? '

Is this estimator unbiased? Compute ist standard error.

B =

Solution: See a.

c. (5) Replace for each i = 1,2,...,n the second equation by

Yio — PYh _ Tig — PITi1 Ny — PE&;
21— p) 5(2(1—/)))*(2(1—@)‘

6
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Denote
~ Yio — pYi L
= ————— in Ty =

2(1-p)

Li2 — PTi1
2(1-p)
Estimate § by
S (Yaza + Yidin)
> i (T + T%)
Is this estimate unbiased? Compute its standard error.

B =

Solution: See a.
. (10) Which of the above estimators has the smallest standard error? Explain.

Solution: Let
. i — PE&;

M=o -
2(1-p)
This random variable is uncorrelated with ¢; and E(7;) = 0 and var(f);) = o2.
The model in c. satisfies all the assumptions of the Gauss-Markov theorem which

means that the estimator in c. is the best linear unbiased estimator of the pa-
rameters.



