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INSTRUCTIONS

Read carefully the wording of the problem before you start. There are four problems
altogeher. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.
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1. (20) Suppose the population of size N is divided into M subpopulations of size
K so that N = M K. A sample is selected in two steps: first m subpopulations are
selected among the M by simple random sampling. On the second step k£ units are
selected in each subpopulation selected by simple random sampling. The final sample
is of size n = mk.

a. () Is the sample mean an unbiased estimate of the population mean? Explain.

Solution: every unit in the population will be selected with the same probability.
This means that the sample average is an unbiased estimate.

b. (5) Denote for j =1,2,..., M by u; the j-th subpopulation mean and by o7 the
population variance in the j-th subpopulation and let

[ { 1 if the j-th subpopulation is selected
=

0 else
and let X, X, ... ,)g' M be the sample means for samples selected in subpopula-
tions. Assume that Xi,..., X, are independent and independent of I, ..., Ij;.

Argue that the sample mean can be written as
1 _ _

Show that

_ m — M —m
and M
_ _ m —-m
cov (X1, Xily) = MMM =)
Solution: we know that
_ ol K-k
N = _J .- 7
var(X;) P
and . ) (M )
m  m — m m —-m
Ly (=
vl 1) =37 3r=1 ~ a7 M2(M —1)
We compute
Var(XjIj> = I 732[J> - E(XJIJ)2
= B ]2
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and

COV(Xj]j,Xl]l) = E(XI ]) E(X]) (Xl]l)
= E(X)BE(X)E(I;1) - E(X;)E(L;)E(X))E(1)
= ppnleov(L, 1)+ BU)EW) — g (37)

- (EEM > )

m

I Yislan M(M - 1)

. (10) Show that

M m
% 2
Var X - (E Var 1 jgl(,uj —u) )

where p is the population mean. Assume as known that

M M
M

> 1 — — D> (=)’

j=1 j<l ]:1

Solution: we have

_ 1 _ _ _
var(X) = var (E (X1]1 +X2+---—I—XMIM)>

1 _
= — X I;)+2 X s X,
— (Zvar )+ Zcov . l))

j<li
1 (& m o oo
— ﬁ<jzlﬂ<var(X)+ M;>_2;( ke m>>
| XM - 2
: —(zz)

. (5) How would you estimate the standard error from the data? Just give the
idea with no calculations.
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Solution: For the quantities var(X;) we only have estimates for m selected sub-

populations. Multiplying their sum by m/M would give an estimate for the av-
erage

1 M
M_m Z VaI'(Xj> .
7=1

The sum Y 7, (p; — p)* could be estimated by

for some appropriate constant.
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2. (25) Assume that our observations are pairs (z1,y1), ..., (Zn, yn). We assume that
the pairs are independent samples from the distribution with density
1 (y—b2)?
Flay) = e
oV 2mx

for z > 0, —00 < y < oo and 02 > 0. Assume as known that the random variable
Y- 6X,
VX1

is distributed normally as N(0, 0?) and is independent of X;.

A

a. (5) Find maximum likelihood estimates for the parameters 6 and o.

Solution: the log-likelihood function is
- n (yr. — Oxy)?
0(0,0lx,y) = ; (—Elog27r —nlogo — o0t )
Taking partial derivatives we have

ot < (yp — Ox)

a0 o2

k=1
or n - (yx — Ozy)?
Jdo o = o3,

FEquating the derivatives to zero, it follow from the first equation that

6 — o1 Y s
n Y
D k1 Th

and from the second

. 1 (yp — Ozp)?
2
& _n; - .

b. (10) Compute the Fisher information matrix and give approximate standard
errors for the above estimators.

Solution: compute for n = 1:

826_ x

57~ o

% _y—0x
0000 T o3

o0 1 (y — 0z)?
o2 o2 olr
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Replace x by X andy by Y. From the forst part we infer that X ~ exp(1), hence

BY) 1

a9 T

o

2
E {(‘9 ¢ 9,U|X,Y)] =—

We compute the other two expectations using the hint:

00 2E(Z X)
E XY | =—-——~2=

g ey - -
0% 1 3E(Z?) 2

E|— XV = — — - _
Tatolxy)| = - 2

The Fisher matrix is )
= 0

and the approximate standard errors

se(f) = 7 and se(d) = 7

v V2n

. (10) Compute the exact standard error of the maximum likelihood estimator 0.
Assume as known that the density of the pair (3, Xg, > p_; i) is

F@) 1 el —a 1 _=b)?
€T = & . —€ 204z
Y (n—1)! V2rxo
A~ 0'2
Solution: we have Var(ﬁ) = T The standard error follows.
n p—
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3. (25) A computer generated m values of a random variable X with values k =
1,2,3,4 and n values of a random variable Y with values k = 1,2,3,4. Assume that
all the values can be considered to be independent. We would like to test whether the
two random variables X and Y have the same distribution. Denote by my, ms, ms, my
the numbers of appearances of values k = 1,2, 3,4 among the generated values for X
and similarly denote by n, no, n3, n4 the numbers of appearances of values k = 1,2, 3,4
among the generated values of Y.

a. (15) Let p1p = P(X = k) and poy, = P(Y = k) for k = 1,2,3,4. Find the
maximum likelihood estimates for the probabilities.

Solution: The log-likelihood function is
¢ =nylogpi1 + nglogpi o+ nglogpi s + nalogpia.

with the side condition p11 + p12 +p13+p1a = 1. By the Lagrange method we

get that
. my,
Prkg=—.
m
Similarly
- N
Do = —
n
fork=1,234.

b. (10) Find a test statistic to test whether X and Y have the same distribution.
Describe the testing procedure to be used.

Solution: We are testing
Hy: prjx = paj for k=1,2,3,4 wversus Hy: pyy # poy for some k.

If Hy s true we can “pool” the data and the mazimum likelihood estimates are

L My Ny
e 0

The Wilks’ X\ is then

4
m n mg+n
A=2 E mklog—k—I—nklog—k—(mk—i-nk)logu )
pt m n m+4+n

The dimensions of parameters are 6 in the unrestricted case and 3 in the re-
stricted case. The \ statistic has the x*(3) distribution. Once « is chosen we
reject the null-hypothesis if \ is above the critical value.
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4. (25) Suppose that we have the regression model

Yo = a+frat+e
Yo = a+ frip+n

where i = 1,2,...,n and we have E(¢;) = E(n;) =
cov(e;,m;) = po? for some correlation coefficient p € (—
pairs (€1,71), (€2,72), .- ., (€, M) are independent.

0, var(e;) = var(n;) = o® and
1,1). Further assume that the

a. (5) Denote

1 T11 }/11
1 T12 }/12
1 =« Y;
X=|. "] and Y=["
1 Tni Ynl
1 Tn2 Yn2

(g) = (XTX)"' XYy

an unbiased estimator of the two regression parameters? Fxplain.

Solution: by the assumptions

E(Y)=X <g> .

Using this and the rules for expectations it follows that the estimate is unbiased.
b. (10) Suggest an unbiased estimator of o2

Solution: one possibility is to use only every second observation and use the usual
unbiased estimator for o2.

c. (10) Suppose that p is known and define new pairs

Yy (VI=p+VI+p)Yiu+(/1-p—V1+p)Ysy
Yo = (VI=p=vVI+pYa+VT-p+V1+p)Ve
T = (x/l—p+x/1+p)xu+(\/1—p VI+p)re
Tip = (\/ V1+p)le+(\/1_p+\/l+p)x22

and

¢ = (VI-p+Vitpla+(WV1-—p—vitphn
o= (Wl-p=vVi+tpea+(/1—p+vV1+pn

Define Y and X accordingly. The new pairs satisfy the equations

3:/1'1 = oq + BTq + 6
Yio = o1+ BT+ 1
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where a; = 24/1 — pa. Argue that this new model satisfies the usual conditions
for the regression models. What is then the best linear unbiased estimator of
the regression parameters o and . Explain.

Solution: we need to prove E(€) = E(7;) = 0 which follows easily. By a compu-
tation we prove that var(e;) = var(n;) = 4(1 — p*)o? and cov(é;, ;) = 0. The best
linear unbiased estimator for ay and (8 is given by the Gauss-Markov theorem.

But because o and o differ by a known constant it follows that «/(2+/1— p) is
the best unbiased estimate for a.



