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INSTRUCTIONS

Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
on the paper provided. You have two hours.
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1. (25) A population of size N is divided into K groups of equal size M = N/K. A
sample is selected in such a way that k groups are selected by simple random sampling,
and then all the units in the selected groups are selected.

a. (10) Show that the sample average Y is an unbiased estimate of the population
mean.

Solution: let p; be the population mean in the i-th group. In the sampling proce-
dure described we are choosing a simple random sample of groups and we observe
wi for this group. The estimator Y is just a sample average of the y; selected.
The expectation is therefore the average of all p;s which is p.

b. (15) Let p; be the population mean in group i for i = 1,2,..., K and let u be
the population mean. Define

1 K
o = 17 > (i —n)?*.
i=1

— Op K-k
Se(Y):ﬁ'Vﬁ~

Solution: think of groups as units selected and to each group assign the value ;.
The formula is then the formula for the standard error of such a sample average.
But 'Y is equal to this sample average.

Show that
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2. (25) Let 21,9, ..., 2, be an i.i.d. sample from the distribution with density

N
flx) = 5%

for x >0 and XA > 0.

a. (15) Find the Fisher information. Assume as known that

3/2 —VAx o
/0 x°/“e dx = SR

Solution: the log-likelihood function is
((A|x) =2log A —log 12 4+ logx — V Ax.
Taking the second derivative we get

g//:_2 \/5

)\2 4/\3/2
It follows
2 1
IV = 5~ s E(VX)
2 1 A2 > 3/2 -z
- s P

A2 4N3/2 12 \52

b. (10) Write explicitely the 99%-confidence interval for A on the basis of the data
L1,L9y...,Tp.

Solution: the log-likelihood function is
((N|z1, ... 2) = 2nlog A = nlog 12+ Y logzy — VA Vay.
k=1 k=1

Taking derivatives we get the equation

3
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with the solution

)

The 99%-confidence interval is
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3. (20) The x? statistic can be used to test whether a roulette wheel is unbiased. If O;
is the number of observed occurences of ¢ and E; is the number of expected occurences
we define

Large values of the x? statistic indicate that the roulette wheel is biased. We are
assuming that individual spins are independent and that the probabilities are constant
throughout the observation period.

Suppose the gambling house tests all the weels at the end of every month on the
basis of data collected in that month. The rule is that a wheel is examined more
closely if the p-value is below 0.01.

a. (5) Suppose that for a roulette wheel we got the p-value p = 0.005. Can this
happen with an unbiased wheel? With what probability?

Solution: yes, it can happen with probability 0.005.

b. (5) Suppose that for a roulette wheel the p-value was p = 0,23. Is this conclusive
evidence that the wheel is unbiased? Explain.

Solution: no, it is not conclusive evidence.

c. (5) Suppose a gambling house has 100 roulette wheels which are tested every
month on the basis of data collected. Suppose all the wheels were unbiased.
How many wheels per month would be examined on average over a long period
of time. Explain.

Solution: the probability of examining an unbiased wheel is 0.01. So on average
one wheel would be examined.

d. (5) Suppose one of the wheels is biased. Is the probability that it will be examined
more or less than 0.017 Explain.

Solution: any sensible test would have to have power exceeding its size.
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4. (25) Assume the regression model
Y = Pop + e

for k = 1,2,...,n where €, ...,€, are uncorrelated, E(e,) = 0 and var(e) = o2 for
k=1,2,...,n. Assume that xy > 0 for all £k = 1,2,...,n. Consider the following
linear estimators of f:

B _ k=1 TkYk
Al D h—1 mi v
- 1 no Yg
B — 22:1 Yy
3 Dkt Tk

a. (5) Are all estimators unbiased?

Solution: since E(Yy) = Bxy, for all k = 1,2,...,n all the estimators are unbi-
ased.

b. (10) Which of the estimators has the smallest standard error? Justify your
answer.

Solution: all the estimators are unbiased. Gauss—Marlgov tells us that the best
estimator is the one given by least squares and that is (3.

c. (10) Write down the standard errors for all three estimators.

Solution: we first compute the theoretical variances. Since Y1,...,Y, are uncor-
related we have . ,
V&Y(ﬂl) - D=1 7%
~ o2 Zn 2
var(fly) = —=kgh
var(f3) = ne

(22:1 xk)Q .
We need an unbiased estimate of o*. Theoretically, we have that

n

> (Vi — fay)?

k=1

1
~2
g T n-—1

2

is an unbiased estimator o%. This gives us an unbiased estimator of o>.



