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INSTRUCTIONS

Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
on the paper provided. You have two hours.

Problem | a. b. C. d. Total
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1. (25) Suppose the population is stratified into K strata of sizes Ny, ..., Ng. Denote
by px the population mean in stratum k and by o7 the population variance in stratum
kfor k=1,2,...,K. Let u be the population mean for the whole population and o2
the population variance for the whole population. Suppose a stratified sample is taken
with sample sizes in each stratum equal to nq,no, ..., nk. Let X; be the sample mean

in stratum k& and let
K K

X

a. (b) Compute F [()_(k - )_()2].

Solution: we compute

E|(%-X)"| = var (% - X)+ (B (% - X))°
X)

= var(X;) + var(X) — 2cov(Xy, X) 4 (ux — p)’

K

. Uk: Nk—nk Z O'Z2 N n;
o Ne—1 0 &= m N—1
0'2 Nk—nk 2
—Qw, -k E R — )

b. (10) Suggest an unbiased estimator for the quantity

Mk—

Mx

k=1

Explain why the suggested estimator is unbiased.

Solution: since we have unbiased estimators for o2 the quantity

_ —\2 0']% Nk—nk sz (3'22 Nz—nz 5'_]3 Nk—nk
! n; Nl—l T Nk—l

is an unbiased estimator of (w, — p)?. Multiplying v# by wy, and summing over
k we get an unbiased estimator of v2.

c. (10) Suggest an unbiased estimator of the population variance o?. Explain why
your estimator is unbiased.

Hint: check that

K K
o = wiop + Y wilpe — p)?
k=1 k=1
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Solution: we write

2 2

QM
I
[M] =

e
Il
—_

Since both terms on the right can be estimated in an unbiased way we have that

2 22 | 22
0 = E Wg0Op + 7

K
k=1

is an unbiased estimator of 62.
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2. (25) Assume that the data z,x9,...,z, are an i.i.d.sample from the discrete
distribution given by
P(Xy=x)=(z—1)p*(1 - p)*

forx =2,3,....

a. (10) Find the MLE estimate for the parameter p.

Solution: the log-likelihood function is

n

l(p,x) = Zlog(:vk — 1)+ 2nlogp +log(1 —p) » (zr—2).
k=1 k=1

Taking derivatives we get

[ > ke (@ — 2)

dp  p 1—p
Setting the derivative to 0 we get

. 2n
==
22:1 Tk

b. (10) Compute the Fisher information matrix I(p).

Solution: we compute the second deriwvatives of the log-likelihood function for
n=1. We get
626 2 Xr1 — 2

o P (1-p?
Replace x1 by X1 and compute the expectation. We get

2  FE(X;)—2
P (1—-p)
To compute E(X1) we either notice that X1 ~ NegBin(2,p) and hence E(X;) =
2/p,
E(Xy) =Y k(k—1)p*(1—p)?
k=2
or we notice that
. P [ 2
k=2 _ k1l _
D> k(k =1 —@<Zx ) R
k=2 k=0
which gives us the same result. Finally,
2
I(p)= ——
) p*(1—p)
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c. (5) Write the 95%-confidence interval for the parameter p based on x1, o, . . .

Solution: the interval is R A
pv1l—p

p £+ 1.96 -
P \V2n
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3. (25) Assume that your observations are pairs (z1,%1),...,(Zn,¥n). Assume the
pairs are an i.i.d. sample from the density
— 1 _ (y—0z)?
fxy(z,y)=e"" e 2%
2nxo

foro > 0,2 >0, —o0 <y < oo. We would like to test the hypothesis
Hy:0=0 wversus H;:0#0.
a. (10) Find the maximum likelihood estimates for # and o.

Solution: the log-likelihood function is

n { n 4 ,
6(670|X7 Y> = Z <_glog(2'ﬂ') — nloga — izlogl’k _ M) ‘

k=1 k=1 20°
Take partial derivatives to get

O (ye — Oxy)
%_Z o2

k=1

03xk

k=

Set the partial derivatives to 0. From the first equation we have
0 — D k1 Yk
D ko1 Tk

and from the second

Z (yk - éivk)Q
T '

k=1

62 =

1
n

b. (15) Find the likelihood ratio statistic for testing the above hypothesis. What is
the approximate distribution of the test statistic under Hy?

Solution: if @ = 0 the log-likelihood functions attains its maximum for

n T
=1 "k

o Iy}
0_2_ Jk

It follows that
n 2
(X1 vr)
n n 2
D ket Tk Dy i—’;

The approzimate distribution od X\ is x*(1).

A=-nlog|1—
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4. (25) Assume the following regression model

Yo = Pra+te
Yio = frio+n;

for i = 1,2,...,n. Assume that the pairs (e1,71),...,(€,,1,) are independent and
identically distributed with E(¢;) = E(n;) = 0, var(¢;) = var(n;) = o and corr(e;, 1;) =
p. Assume that p is known.

a. (5) Let

Yoy Yz + Yiows)
>oic (@h +a3)

Is this estimator unbiased? Compute its standard error.

B =

Solution: all the estimators in the sequel are of the form

n

B = Z(aiYil +b;Yi2)

i=1
for suitable a; and b;. We have

n

E(B) =0 Z (ail'ﬂ + bixi2>

i=1

and
n

var(f3) = Z var(a;Yiy + b;Yip) = 0” Z (a7 + b7 + 2pa;b;) .

i=1 =1
Plugging in the respective a; and b; we find that all the estimators are unbiased
and we derive the formulae for standard errors.

b. (5) Adding we get
Yii 4+ Yie = B(wa + xi2) + &,
where & = ¢; + n;. The terms &,...,&, are uncorrelated with F(§;) = 0 and
var(§;) = 02(2 + p). The parameter 3 can be estimated as
Yo (Y + Yao) (wi + 2i2)
doii(@a + )

Is this estimator unbiased? Compute ist standard error.

B =

Solution: see a.

c. (5) Replace for each ¢ = 1,2,...,n the second equation by

Yio — pYi Lig — Py i — PEi
Yoo p¥u _ g (razpra)  (mz el
1—0p 1—0p 1—0p
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Denote
oo YompYu o me et
i2 1 — pg i2 1— p2 .
Estimate 3 by ]
B — Z?:l (Y;lxil + }/;257&)

> (Th +75)
Is this estimate unbiased? Compute its standard error.

Solution: See a.
. (10) Which of the above estimators has the smallest standard error? Explain.

Solution: let

=TT PG

=TT Pz
This random variable is uncorrelated with €; and E(7);) = 0 and var(7;) = o>
The model in c. satisfies all the assumptions of the Gauss-Markov theorem which
means that the estimator in c. 1is the best linear unbiased estimator of the pa-
rameters.




