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INSTRUCTIONS

Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
on the paper provided. You have two hours.
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1. (25) Assume that every unit in a population of size N has two values of statistical
variables X and Y. Denote the values by (z1,41),...,(Zn,yn). Assume that the
population mean py and the population variance o% of the variable X are known.

Suppose a simple random sample of size n is selected from the population. Denote
by (X1,Y1),...,(X,,Y,) the sample values. The above assumptions are that

E(Xy) = px and var(X}) = o%
fork=1,2,....n
a. (10) Denote ¢ = cov(Xy,Y7). Compute cov(Xy,Y;) for k # 1.
Hint: what would be cov(Xy, Y1 + Yo+ -+ -+ Yy)? Use symmetry.

Solution: by symmetry the covariances cov(Xy,Y)) are the same for all k #
l. The covariance in the hint is 0 because the second sum is a constant. By
properties of covariance we have

cov( Xy, Vi) + (N — 1) cov(Xy, Y;) =0,

and hence .

N-1

cov(Xy, Y)) = —

b. (10) Assume the quantity ¢ = cov(X7y, Y1) is known. We would like to estimate
the population mean py of the variable Y. The following estimator is proposed:
. -
MY:Y——Q(X—MX) :
Ox
Argue that the estimator is unbiased and compute its variance.

Solution: the estimators X andY are unbiased and the claim follows by linearity.
We compute

2
~ _ 2 - -
var(Y) = var(Y) + c_ var(X) — _c cov(Y, X)
UX 0%
2 2 2
oy N-— c ox N—-n 2 o c
B + o N-—-1 n?% ne—(n n)N—l

n N -— n
~ N-nl c?
 N-1n %

c. (5) Assume the quantity ¢ = cov(Xy, Y1) is known. Another possible estimator
of puy is fiy =Y which is unbiased. Under which circumstances is the estimator

[IJY:Y_J%<X_NX)~
X

more accurate than the estimator fiy? Explain your answer.

Solution: both estimators are unbiased and the variance of Y is always smaller
than the variance of X unless ¢ = 0.
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2. (25) Let the observed values z1, xs, . .., x,, be generated as independent, identically
distributed random variables X7, Xo, ..., X,, with distribution
6 —1 z—1
Pty =) - 01

forx=1,2,3,...and 6 > 1.
a. (10) Find the MLE estimate of 6 based on the observations.

Solution: we find

(}:a%——n>log9——1 (E:a%>log0

Taking the deriwative we have

D k1 Tk — ”_Zzzﬂck -0
0—1 0 ’

'(0,x) =

It follows that

n
Tp =1T.
k=1

D>
I
S|

b. (15) Write an approximate 99%-confidence interval for § based on the observa-
tions. Assume as known that

f: ra® ! = !
o (1—a)?
for |a| < 1.
Solution: we have r—1 T
"0, 1) = —m + 92

To find the Fisher information we need

Using the hint we get

We have
1(0) = m

An approzimate 99%-confidence interval is

0+ 2.56 - me—m.
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3. (25) Assume that your observations are pairs (z1,%1),...,(Zn,¥n). Assume the
pairs are an i.i.d. sample from the density
— 1 _ (y—0z)?
fxy(z,y)=e"" e 2%
2nxo

foro > 0,2 >0, —o0 <y < oo. We would like to test the hypothesis
Hy:0=0 wversus H;:0#0.
a. (10) Find the maximum likelihood estimates for # and o.

Solution: the log-likelihood function is

n { n 4 ,
6(670|X7 Y> = Z <_glog(2'ﬂ') — nloga — izlogl’k _ M) ‘

k=1 k=1 20°
Take partial derivatives to get

O (ye — Oxy)
%_Z o2

k=1

03xk

k=

Set the partial derivatives to 0. From the first equation we have
0 — D k1 Yk
D ko1 Tk

and from the second

Z (yk - éivk)Q
T '

k=1

62 =

1
n

b. (15) Find the likelihood ratio statistic for testing the above hypothesis. What is
the approximate distribution of the test statistic under Hy?

Solution: if @ = 0 the log-likelihood functions attains its maximum for

n T
=1 "k

o Iy}
0_2_ Jk

It follows that
n 2
(X1 vr)
n n 2
D ket Th D i—’;

The approzimate distribution od X\ is x*(1).

A=-nlog|1—
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4. (25) Assume the regression model

Yi = o+ Bl’l +€

Yé = o+ B.Z'Q +e€1+ €

Y, = a+pPrat+e+e+--+e,
where we assume E(e;) = 0, var(ey) = o? for all k = 1,2,...,n, and cov(e, ¢) = 0 for
k # 1. Assume that all zq, zs, ..., z, are different.

a. (10) Find explicitly the best unbiased linear estimators of a and /3.

Solution: define

Uy Y, 1 T ¢
Us Y-V 0 @y—m (—:1
U= |G| =|Ys-Y2 |, z=|0 ay—m | ~y=[§}, e=|”
_Un_ _Yn - Yn—l_ _0 Tp — xn—l_ e

We have U = Z~ + € and the usual assumptions of the Gauss-Markov theorem
are met. Denote

n n—1 n
Q; = Z(x’“ —rp) =2+ 22%% + a2 42 Zxkqiﬂk,
k=2 k=2 k=2

n

Sy = Z(-Tk - $k71)(Yk - Ykal)

k=2

n—1 n
=mnY, +2 Zkak +x,Y, + Z(l’quk + 2p Y1)

k=2 k=2
and compute
1 x -1 1 [224+Q, —x
72"7 = ' 2"7) = |
e e 1Al
Y,
7Z'U = ! .
[$1Y1 + 5'1]
By Gauss-Markov theorem the BLUFE for the parameter v given by
_ 1 1QYT — xS
- ZTZ IZTU:— 141 191 ’
v=(2"2) O, S,
The best unbiased linear estimators for o and [ are:
~ 513151 ~ 51
a=Y — , ==
o Tt
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b. (5) Find explicitly the standard errors of the best unbiased linear estimates of «
and 3.

Solution: from

var(Yy, — Y1) = var(ey) = 0; k=2,3,...,n

we get
A o2 & R
var(f) = — Z(xk — 1) = —.
P L @
Note that @ = Y; —9313. TheAmndom variables Y1 andﬁ are independent because
Y1 depends on €1 only, and 5 on €, ..., €, only. We have

2
var(a) = var(Yy) + 23 var(3) = o? <1 + %) ,
1
c. (5) Suggest an unbiased estimator of o2

Solution: we use the transformed model and known unbiased estimates for the
standard regression model. We have

1
~92 2,12
62 =——|U-Z4
n—2|| H

-z w-z)
-5 —xa) = (Y - x)
k=2
n 2
~n i 92 Z (Yk’ =Y — %(wk - Jfk—l)) :

k=2

d. (5) Let & and /3 be ordinary least squares estimators of the parameters a and §.
Show that the estimators are unbiased and find their standard errors explicitly.

Solution: the two estimators form the vector 4 = {Of} = (XTX)"'XTY =

B
v+ (XTX)"'XTn. As E(n) = 0 we have E(¥) = ~, so the estimators are
unbiased.

The standard errors are best expressed with matrices. We ned the diagonal
elements of the matriz o?(XTX) ' XTEX(X?X)"t. But a direct approach is
quicker. Define

n n n
R . 2 . o 2
Sy = E Tk, Spx = E xy, Syy = E TLY% A:=nS, —S;,
k=1 k=1 k=1

6
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We have
~ SxxSY - SszY 1 =
A A p
~ TLSJ;Y — SxSy 1 u
f=—"—"=2) (nzp—5)V.
A A p
The random variables Uy, Us, ..., U, are independent so
&:_ZZ TT Sxk Ul ZZ TT Sl‘k Ul7
k=1 I=1 I=1 k=l
= ZZ nxk— Ul AZZ nry — S,
k 1 1=1 1=1 k=l

The variances are

var(@) = % 3 (Z(sm — S,p) ) - %ZZ — 5,2;)(Saw — Spa)

=1 k=l

2 N n
— % Y minfj, k}(Sew — Soti)(Ser — Sai) |
j=1 k=1

n n n

o?
var (g =z Z (Z nTy — ) A (nxj; — Sy)(nxy, — Sy)
=1 \ k=l

=1 j=l k=l

— % Z Zmin{j, k}(na; — Sp)(nay, — Sy).

j=1 k=1

Standard errors are obtained by taking square roots.



