REGRESSION WITH DEPENDENT ERRORS

Assume the regression model

Yo = a+frat+e

Yo = a+ frip+n
for i = 1,2,...,n. In other words the observation come in pairs. Assume
that F(e;) = E(n;) = 0, var(e;) = var(n;) = 0 and corr(e;,m;) = p € (—1,1).
Assume that the pairs (e1,71), ..., (€,,7,) are uncorrelated. Furthermore

assume that
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a. Assume that p is known. Find the best linear unbiased estimate of the
regression parameters o and 3. Find an unbiased estimator of o2.

b. Assume that p is unknown and let & and B be the ordinary least squares
estimators of the regression parameters. Compute the standard errors
of the two estimators.

c. Let ¢; and 7); be the residuals from ordinary least squares. Express
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with the elements of the hat matrix H.

d. Give an estimate of var(@) and var(j3). Are the estimators unbiased?



