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INSTRUCTIONS

Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
on the paper provided. You have two hours.




Probability and statistics, 2021/2022, M. Perman, M. Pohar Perme

1. (25) Products are delivered in batches of size M. For quality control, n batches
are selected by simple random sampling out of N batches delivered. In each selected
batch a simple random sample of size m is selected. The percentage of defective items
is to be estimated. The sampling procedures in selected batches are independent and
independent of the selection procedures of batches.

a. (10) Is the sample percentage of defective items an unbiased estimator of the
population percentage of defective items. Explain.

Solution: define
I — { 1 if batch k is selected
=

0 else
fork=1,2,...,N. Let Y} be the sample proportion estimator based on a simple
random sample of size m for k=1,2,...,N. Let
N
Y=c> Vil
k=1

Computing expectations we get

N N
_ n
E(Y)=c¢) EM,)E(L)=c Pr 5
k=1 k=1
where py 1s the proportion of defective items in batch k. On the other hand we
have
| N
b= N ; Pk -

Letting ¢ = 1/n makes Y an unbiased estimate of the overall proportion p.

b. (15) Denote the proportion of defective items in the k-th batch by py for k =
1,2,...,N. Express the standard error of the sample percentage with these
quantities.

Solution: compute

var(Y) = var <% Z kh)
- (f: var (Vily) +2 3 cov (Ykzk,m)> .

k=1 k<l

From the text it follows that all the Y;, are independent of I, ...,In. We have

var(Yily) = E (Y2I7) — E(Y,Ii)*.
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By independence it follows
E(VEI2) = E(V2)E(LL).
From the known formula

o p(l—p) M—m

Y.) =
var(¥y) n M—1
we have 1 ) M
. Pl — Dk —m 2
E(Y?) = : .
(Yy) n M —1 + Dk

Note that E(I) = E(I?) = n/N. Furthermore, we have for k <1
cov (Yily, V1)) = E(YVW Y1 0y) — E(Yi D) E(Yi1),

and by independence

2

_ _ n
cov (Yelp, YiIy) = pepi E(Ie L) — prpr - N2
From simple random sampling we know
n(N —n)
E(l)=——++—.
(2t N2(N —1)
The formula for covariance simplifies to
- - n(N —n)
cov (Yk[k> Yz[l) = —DPDi - m .

Assembling all the quantities gives the variance.
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2. (20) The observed values are pairs (x;,y;) for i = 1,2,...,n. Assume that the pairs
are an i.i.d. sample from the distribution given by the density

2
1 %x2—2ﬁxy+ay2

f(a:,y) = %6_ 2

for a, 5 > 0.

a. (10) Find the maximum likelihood estimates for the parameters a and f.
Solution: the log-likelihood function is

2 n n n
((a, Blx,y) = nlog(2r) — % (@ Y oai—28 myi+ any) :
=1 =1

i=1
Denote

and rewrite
o, BIx,y) =n <— log(27) — (L4 5%) maw + By, — amyy) .

Taking derivatives we get

o n (14 8% mee or B Mgy
s (e ) e (P, )

Q@ op Q@
Equating the derivatives to zero, we get
A My N mxy
a = = b= =
\/mﬂmmyy — My \/mﬂmmyy — My

b. (5) Find the density of X.

Hint: note that you are integrating one of the normal densities.

Solution: we need to compute the marginal denisty. Integrating we get

fx(z) = / Ixy(z,y)d
(

048 2 sy tay?
1 [ e(rfe)
= 5 e 2 dy

1 z2 1 > g( B 2
= e_% 6_ 2 y—a(E> d
V2 V2T / Y

1 o2

VamJa

It follows that X ~ N(0,a) and so E(X?) =«
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c. (10) Find the approximate standard errors for the maximum likelihood estima-
tors of o and f.

Solution: let n = 1. In this case, the second derivatives are

0% (1+p)a? 820 Ba? 820 a2

002 a3 7 dadB a2’ @ 0B a

Replace x by X and take expectations. Here we need E(X?) = a. The Fisher
information matrix is

Inverting we get

The approximate standard errors are

\T_iy
I
—_
_|._
=
(V)

se(@) = and  se(
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3. (25) Assume that your observations are pairs (z1,%1),...,(Zn,¥n). Assume the
pairs are an i.i.d. sample from the density
— 1 _ (y—0z)?
fxy(z,y)=e"" e 2%
2nxo

foro > 0,2 >0, —o0 <y < oo. We would like to test the hypothesis
Hy:0=0 wversus H;:0#0.
a. (10) Find the maximum likelihood estimates for # and o.

Solution: the log-likelihood function is

n { n 4 ,
6(670|X7 Y> = Z <_glog(2'ﬂ') — nloga — izlogl’k _ M) ‘

k=1 k=1 20°
Take partial derivatives to get

O (ye — Oxy)
%_Z o2

k=1

03xk

k=

Set the partial derivatives to 0. From the first equation we have
0 — D k1 Yk
D ko1 Tk

and from the second

Z (yk - éivk)Q
T '

k=1

62 =

1
n

b. (15) Find the likelihood ratio statistic for testing the above hypothesis. What is
the approximate distribution of the test statistic under Hy?

Solution: if @ = 0 the log-likelihood functions attains its maximum for

n T
=1 "k

o Iy}
0_2_ Jk

It follows that
n 2
(X1 vr)
n n 2
D ket Th D i—’;

The approzimate distribution od X\ is x*(1).

A=-nlog|1—
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4. (25) Assume the regression model
Y = Pop + e

for k = 1,2,...,n where €, ...,€, are uncorrelated, E(e,) = 0 and var(e) = o2 for
k=1,2,...,n. Assume that xy > 0 for all £k = 1,2,...,n. Consider the following
linear estimators of f:

B _ k=1 TkYk
Al D h—1 mi v
- 1 no Yg
B — 22:1 Yy
3 Dkt Tk

a. (5) Are all estimators unbiased?

Solution: since E(Yy) = Bxy, for all k = 1,2,...,n all the estimators are unbi-
ased.

b. (10) Which of the estimators has the smallest standard error? Justify your
answer.

Solution: all the estimators are unbiased. Gauss—Marlgov tells us that the best
estimator is the one given by least squares and that is (3.

c. (10) Write down the standard errors for all three estimators.

Solution: we first compute the theoretical variances. Since Y1,...,Y, are uncor-

related we have ,

var() =

N n -2
var(fy) = DY Z'ﬁﬁlm’“
D 7’1/0'2
var(f3) = —(Z" :%)2 )

k=1

We need an unbiassed eswtimate of o®. Theoretically, we have that

1 n )

~2 2

o° = Y. — Bx
n—lkzl( F k)

2

is an unbiased estimator o%. This gives us an unbiased estimator of o>.



