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INSTRUCTIONS

Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
on the paper provided. You have two hours.
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1. (20) The population of interest has N units. For every unit there are two statistical
variables: denote their values by (z1,v1), (22,%2), - - ., (TN, Yn), where yg € {0, 1} for all
k=1,2,...,N. Assume that xq,xs,..., 2y are known in advance from a full census.
The quantity of interest is
N
_ Zk:l TrYk

Zgzl Lk

To estimate v, we take a simple random sample of size n < N. Denote

v

ja 1 if unit k& is chosen;
71 0 else;

a. (b) Let
EZL TrYlk

n Zszl Tk

Show that 4 is an unbiased estimator of ~.

y =

Solution: we know that E(I,) = n/N. Using this and the linearity of expectation
gives that 4 is unbiased.

b. (5) Compute the standard error of 4.

Solution: if we denote
TrYk
Zij\il Lk

then the sampling procedure is just like simple random sampling from the popu-

2k —

lation with the statistical variable with values zq, za, ..., zn. We know that
N
1 o> N-—-n
var [ — 2l | = —
( E k k) N _1
k=1
where

k=1
It follows that
) N?0? N —n
a = .
vary nd N-—1

c. (10) Let

and

N



Probability and statistics, 2022/2023, M. Perman, M. Pohar Perme

Assume that Jy, Jo, ..., Jy are indicators which, given Iy, ..., Iy, are condition-
ally independent with

1
P(Jy =11,...,Ix) :Ezyljl-

Assume as known that

and
E(Jy) =p.

Consider the alternative “bootstrap” estimator

S weydy + w(L = L)y
Y= n .
D ko1 Tk

Is 74 is an unbiased estimator of ~7

Solution: we compute

E((1—=1y)Jy) = E(Jx) — E(IxJy)

n(N —1) n
Compute
N N N
n Np—1
Sttt | = 53 oS (S0 )
k=1 — p
N N N
_n p(Np—1) p
= N;xk K+ N 1>;xk+n;xkyk

In general, v is not an unbiased estimator.

. (5) Is it possible to adjust 4 to make it an unbiased estimator? Just give the
idea. No calculations necessary.

Solution: since the sum Efle T 1S assumed known, the question is whether we
can produce an unbiased estimate of p and p. The answer is positive in bothe
cases, as we know from simple random sampling theory. With this, the above
estimator can be adjusted.
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2. (25) Assume the observed values z1, zs, . .., x, were generated as random variables
Xy, Xo, ..., X, with density
1 (1—px)?

fo) = =%

for x, u > 0.
a. (5) Find the maximum likelihood estimate of p.

Solution: the log-likelihood function is

n

n 3 (1 — pxy,)?
(= —log2m — - 1 — _— .

Taking derivatives gives the equation

n

> (1= pay) =0,

k=1

which yields
n

P v ot .

K|~

b. (5) Can you fix the maximum likelihood estimator to be unbiased? Assume as
known:

e The density of X7 +---+ X, is

n _ (n—pw)?
o) = s e

for x > 0.
e Assume as known that for a,b > 0 we have

/OO x—5/2e—am—g dr = ﬁ(l + 2\/%) 6_2\/E )
0

2b3/2

Solution: let X have density f,(x). We compute

> 1
E (%) :n/o Efn(:c)da:
e
vV 2T 0
nuy 1
=n? € V2 o e ™

2
5255 dy

:n2 T
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The unbiased estimate is

=
I
|
SIS

< =

. (10) Compute the variance of the maximum likelihood estimator of . Assume
as known that for a,b > 0 we have

/°° 1/2 —an? VT (3+6vVab+4ab) _,
X (& .
0

e = dx = e

Solution: for X with density f,(x) we compute

2 %0 2
E(%) :/0 %fn(x)dx

2
_ —7/2 w2 ;LT”CL'E
\/27r
M V2R 4 30+ 0ti?)

n3
V2T nd

3 3
==+ lad 4
n n
The variance 1is
~2 AN 2 H 2
var(f) = E(@°) = (E()” = =+ —

. (5) What approximation the the standard error of the maximum likelihood esti-
mator do we get if we use the Fisher information? Assume as known that

/ 23 dg = ﬁ e~2Vab
0 va

Solution: taking second derivatives for n =1 we get
"= —x

Sledi, da je
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Approzimate standard errors using the Fisher information matriz are

1

Y

n

which 1s the leading term in the expression for the exact variance.
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3. (25) Gauss’s gamma distribution is given by the density

2)\ —y Ay(w w?
ye e .

for —oo < < oo and y > 0 and (u,A\) € R x (0,00). Assume that the obser-
vations are pairs (x1,41), (T2, y2), ..., (Tn, yn) generated as independent random pairs
(X1, Y1), ..., (X, Y,) with density f(z,y). We would like to test

Hy: p=0 versus Hi:np#0.

a. (15) Compute the maximum likelihood estimates of the parameters. Compute
the maximum likelihood estimate of A when pu = 0.

Solution: the log-likelihood function is

n 2 =
t= 5108; <?) Z(logyk —Yk) — _Zyk wp —p)?.

k=1

Equating the partial derivatives with 0 we get

——-zykxk— -
and

)\Zyk T — W :0

The second equation yields
o= > ket ThYk
> ket Yn

Substituting into the second equation gives

n
ZZ:1 yk<xk - /1)2 .
When i = 0, the MLE is determined by the first equation. Substituting pp = 0 in
the equation, we get

X:

5\ . n
D ket x%yk .

b. (10) Find the likelihood ratio statistics for the above testing problem. What is
its approximate distribution under Hy?

Solution: the test statistic is

A =2[e ix,y) = €0, 0, )]

=n(log A —log X) = A “yi(an — @)* + A ajys.
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From equations for the test statistics we get that

A Tyl — @)* =A> 2y =n,
k=1 k=1

SO

~

A
)\:nlo =.
5

By Wilks’s theorem the approximate distribution of the test statistic under Hy is
2
x*(1).
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4. (25) Assume the regression equations are

Yii = o+ Bre + €
Yio = o+ Brio + €2

for k =1,2,...,n. The error terms satisfy the assumptions that
E(€k1) = E<€k2> = O

var(ey) = var(epy) = 207

for k=1,2,...,n, and
2
cov(€x1, €p2) = O

for k # 1. Assume that > ;_ (x5 + 2x2) = 0. The vectors (€1, €x2), - - -, (€n1, €n2) are
independent.

a. (5) Show that
cov((3 + V3)Yi1 + (=3 + V3)Yia, (3 + V3)Yiu + (3 + V3)Yia) = 0
fork=1,2,... n.
Solution: compute

cov((3 4 V3)Yia + (=3 + v3)Via, (=3 + V3) Vi1 + (3 + V3)Yio)
— o*(-12-12+ (34 V3)* + (-3 + V3)?)
= 0.

b. (5) Compute
var <(3 +V3) Y + (=3 + \/g)Ykz)

and

var ((—3 V3 + (34 \/§)Yk2> .

Solution: both variances are the same by symmetry. For the first we compute

var ((—3 + V3 + (3+ \/g)Yw)

= (=3 +V3)*var(Yen) + (34 V3)*var (Vi)
+2(=3 + V3)(3 + V3)cov(Yii, Yio)

= 0%(48 —12)

= 360°.
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c. (10) Compute the best unbiased linear estimator & of «a as explicitly as possible.
Solution: we replace the pair (Y1, Yre) by the pair
(k1 Gr2) = (B + V3)yi1 + (=3 + V3)yra, (=3 + V3)yur + (3 + V3)yra)
and the pair (Tg1, Tre) by
(Zr1, T2) = ((3+ V3)ak + (=3 4+ V3)wh2, (=3 + V3)awm + (3 + \/g)xkﬁ) :
The regression model is transformed into
Y=X3+¢€
where
23 I
2V3 Zu
X=| :
2\/§ lejnl
2\/§ i‘n2
The transformed model satisfies the assumptions of the Gauss-Markov theorem
so the best unbiased estimator is

The assumptions imply that

= (M L)
0 Doho (@ + 3)
Further we get
XY - (Pl D))
> ket (@il + Tra¥is)
It follows that

ol _
a—%;(ykl‘i‘ykz)—y-

d. (5) Compute the standard error of &.

Solution: we have
var(¢) = #(202 + 207 + 20%)
302

2n

10



