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Read the problems carefull before staring your work. There are four problems. You
can have a sheet with formulae and a mathematical handbook. Write your solutions
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1. (20) Suppose the population of size N is divided into M subpopulations of size
K so that N = MK. A sample is selected in two steps: first m subpopulations are
selected among the M by simple random sampling. On the second step k units are
selected in each subpopulation selected by simple random sampling. The final sample
is of size n = mk.

a. (5) Is the sample mean an unbiased estimate of the population mean? Explain.

Solution: every unit in the population will be selected with the same probability.
This means that the sample average is an unbiased estimate.

b. (5) Denote for j = 1, 2, . . . ,M by µj the j-th subpopulation mean and by σ2
j the

population variance in the j-th subpopulation and let

Ij =

{
1 if the j-th subpopulation is selected
0 else

and let X̄1, X̄2, . . . , X̄M be the sample means for samples selected in subpopula-
tions. Assume that X̄1, . . . , X̄M are independent and independent of I1, . . . , IM .
Argue that the sample mean can be written as

X̄ =
1

m

(
X̄1I1 + X̄2I2 + · · ·+ X̄MIM

)
.

Show that

var(X̄jIj) ==
m

M

(
var(X̄j) +

M −m
M

µ2
j

)
and

cov(X̄jIj, X̄lIl) = −m
M
µjµl ·

M −m
M(M − 1)

.

Solution: we know that

var(X̄j) =
σ2
j

k
· K − k
K − 1

and

cov(Ij, Il) =
m

M
· m− 1

M − 1
−
(m
M

)2
= −m(M −m)

M2(M − 1)
.

We compute

var(X̄jIj) = E(X̄2
j Ij)− E(X̄jIj)

2

= E(X̄2
j )E(Ij)− E(X̄j)

2E(Ij)
2

= (var(X̄j) + µ2
j) ·

m

M
− µ2

j

(m
M

)2
=

m

M

(
var(X̄j) +

M −m
M

µ2
j

)
.

2



Probability and statistics, 2023/2024, M. Perman, M. Pohar Perme

and

cov(X̄jIj, X̄lIl) = E(X̄jIjX̄lIl)− E(X̄jIj)E(X̄lIl)

= E(X̄j)E(X̄l)E(IjIl)− E(X̄j)E(Ij)E(X̄l)E(Il)

= µjµl(cov(Ij, Il) + E(Ij)E(Il))− µjµl
(m
M

)2
= µjµl ·

(
m(m− 1)

M(M − 1)
−
(m
M

)2)
= −m

M
µjµl ·

M −m
M(M − 1)

.

c. (10) Show that

var(X̄) =
1

Mm

(
M∑
j=1

var(X̄j) +
M −m
M − 1

M∑
j=1

(µj − µ)2

)

where µ is the population mean. Assume as known that

M∑
j=1

µ2
j −

2

M − 1

∑
j<l

µjµl =
M

M − 1

M∑
j=1

(µj − µ)2 .

Solution: we have

var(X̄) = var

(
1

m

(
X̄1I1 + X̄2 + · · ·+ X̄MIM

))
=

1

m2

(
M∑
j=1

var(X̄jIj) + 2
∑
j<l

cov(X̄jIj, X̄lIl)

)

=
1

m2

(
M∑
j=1

m

M

(
var(X̄j) +

M −m
M

µ2
j

)
− 2

∑
j<l

(
−m
M
µjµl ·

M −m
M(M − 1)

))

=
1

Mm

M∑
j=1

var(X̄j) +
M −m
M2m

(
M∑
j=1

µ2
j −

2

M − 1

∑
j<l

µjµl

)

=
1

Mm

(
M∑
j=1

var(X̄j) +
M −m
M − 1

n∑
j=1

(µj − µ)2

)

d. (5) How would you estimate the standard error from the data? Just give the
idea with no calculations.
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Solution: For the quantities var(X̄j) we only have estimates for m selected sub-
populations. Multiplying their sum by m/M would give an estimate for the av-
erage

1

Mm

M∑
j=1

var(X̄j) .

The sum
∑n

j=1(µj − µ)2 could be estimated by

c
m∑
j=1

(X̄j − X̄)2

for some appropriate constant.
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2. (25) Assume that our observations are pairs (x1, y1), . . . , (xn, yn). We assume that
the pairs are independent samples from the distribution with density

f(x, y) = e−x · 1

σ
√

2πx
e−

(y−θx)2

2σ2x

for x > 0, −∞ < y <∞ and σ2 > 0. Assume as known that the random variable

Z =
Y1 − θX1√

X1

is distributed normally as N(0, σ2) and is independent of X1.

a. (5) Find maximum likelihood estimates for the parameters θ and σ.

Solution: the log-likelihood function is

` (θ, σ|x,y) =
n∑
k=1

(
−n

2
log 2π − n log σ − (yk − θxk)2

2σ2xk

)
.

Taking partial derivatives we have

∂`

∂θ
=

n∑
k=1

(yk − θxk)
σ2

∂`

∂σ
= −n

σ
+

n∑
k=1

(yk − θxk)2

σ3xk

Equating the derivatives to zero, it follow from the first equation that

θ̂ =

∑n
k=1 yk∑n
k=1 xk

s ,

and from the second

σ̂2 =
1

n

n∑
k=1

(yk − θ̂xk)2

xk
.

b. (10) Compute the Fisher information matrix and give approximate standard
errors for the above estimators.

Solution: compute for n = 1:

∂2`

∂θ2
= − x

σ2
,

∂2`

∂θ ∂σ
= −2

y − θx
σ3

,

∂2`

∂σ2
=

1

σ2
− 3

(y − θx)2

σ4x
.
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Replace x by X and y by Y . From the forst part we infer that X ∼ exp(1), hence

E

[
∂2`

∂θ2
(θ, σ|X, Y )

]
= −E(X)

σ2
= − 1

σ2
.

We compute the other two expectations using the hint:

E

[
∂2`

∂θ ∂σ
(θ, σ|X, Y )

]
= −

2E
(
Z
√
X
)

σ3
= 0 ,

E

[
∂2`

∂σ2
(θ, σ|X, Y )

]
=

1

σ2
− 3E(Z2)

σ4
= − 2

σ2
.

The Fisher matrix is

I(θ, σ) =

(
1
σ2 0
0 2

σ2

)
,

and the approximate standard errors

se(θ̂) =
σ√
n

and se(σ̂) =
σ√
2n

.

c. (10) Compute the exact standard error of the maximum likelihood estimator θ̂.
Assume as known that the density of the pair (

∑n
k=1Xk,

∑n
k=1 Yk) is

f(x, y) =
1

(n− 1)!
xn−1e−x · 1√

2πxσ
e−

(y−θx)2

2σ2x .

Solution: we have var
(
θ̂
)

=
σ2

n− 1
. The standard error follows.
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3. (25) A computer generated m values of a random variable X with values k =
1, 2, 3, 4 and n values of a random variable Y with values k = 1, 2, 3, 4. Assume that
all the values can be considered to be independent. We would like to test whether the
two random variables X and Y have the same distribution. Denote by m1,m2,m3,m4

the numbers of appearances of values k = 1, 2, 3, 4 among the generated values for X
and similarly denote by n1, n2, n3, n4 the numbers of appearances of values k = 1, 2, 3, 4
among the generated values of Y .

a. (15) Let p1,k = P (X = k) and p2,k = P (Y = k) for k = 1, 2, 3, 4. Find the
maximum likelihood estimates for the probabilities.

Solution: The log-likelihood function is

` = n1 log p1,1 + n2 log p1,2 + n3 log p1,3 + n4 log p1,4 .

with the side condition p1,1 + p1,2 + p1,3 + p1,4 = 1. By the Lagrange method we
get that

p̂1,k =
mk

m
.

Similarly

p̂2,k =
nk
n

for k = 1, 2, 3, 4.

b. (10) Find a test statistic to test whether X and Y have the same distribution.
Describe the testing procedure to be used.

Solution: We are testing

H0 : p1,k = p2,k for k=1,2,3,4 versus H1 : p1,k 6= p2,k for some k .

If H0 is true we can “pool” the data and the maximum likelihood estimates are

p̂k =
mk + nk
m+ n

.

The Wilks’ λ is then

λ = 2

(
4∑

k=1

mk log
mk

m
+ nk log

nk
n
− (mk + nk) log

mk + nk
m+ n

)
.

The dimensions of parameters are 6 in the unrestricted case and 3 in the re-
stricted case. The λ statistic has the χ2(3) distribution. Once α is chosen we
reject the null-hypothesis if λ is above the critical value.
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4. (25) Suppose that we have the regression model

Yi1 = α + βxi1 + εi
Yi2 = α + βxi2 + ηi

where i = 1, 2, . . . , n and we have E(εi) = E(ηi) = 0, var(εi) = var(ηi) = σ2 and
cov(εi, ηi) = ρσ2 for some correlation coefficient ρ ∈ (−1, 1). Further assume that the
pairs (ε1, η1), (ε2, η2), . . . , (εn, ηn) are independent.

a. (5) Denote

X =



1 x11
1 x12
1 x21
...

...
1 xn1
1 xn2


and Y =



Y11
Y12
Y21
...
Yn1
Yn2


.

Is (
α̂

β̂

)
= (XTX)−1XTY

an unbiased estimator of the two regression parameters? Explain.

Solution: by the assumptions

E(Y) = X

(
α
β

)
.

Using this and the rules for expectations it follows that the estimate is unbiased.

b. (10) Suggest an unbiased estimator of σ2.

Solution: one possibility is to use only every second observation and use the usual
unbiased estimator for σ2.

c. (10) Suppose that ρ is known and define new pairs

Ỹi1 = (
√

1− ρ+
√

1 + ρ)Yi1 + (
√

1− ρ−
√

1 + ρ)Yi2
Ỹi2 = (

√
1− ρ−

√
1 + ρ)Yi1 + (

√
1− ρ+

√
1 + ρ)Yi2

x̃i1 = (
√

1− ρ+
√

1 + ρ)xi1 + (
√

1− ρ−
√

1 + ρ)xi2
x̃i2 = (

√
1− ρ−

√
1 + ρ)xi1 + (

√
1− ρ+

√
1 + ρ)xi2

and
ε̃i = (

√
1− ρ+

√
1 + ρ)εi + (

√
1− ρ−

√
1 + ρ)ηi

η̃i = (
√

1− ρ−
√

1 + ρ)εi + (
√

1− ρ+
√

1 + ρ)ηi
.

Define Ỹ and X̃ accordingly. The new pairs satisfy the equations

Ỹi1 = α1 + βx̃i1 + ε̃i
Ỹi2 = α1 + βx̃i2 + η̃i
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where α1 = 2
√

1− ρα. Argue that this new model satisfies the usual conditions
for the regression models. What is then the best linear unbiased estimator of
the regression parameters α and β. Explain.

Solution: we need to prove E(ε̃i) = E(η̃i) = 0 which follows easily. By a compu-
tation we prove that var(εi) = var(ηi) = 4(1−ρ2)σ2 and cov(ε̃i, η̃i) = 0. The best
linear unbiased estimator for α1 and β is given by the Gauss-Markov theorem.
But because α and α1 differ by a known constant it follows that α/(2

√
1− ρ) is

the best unbiased estimate for α.
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