PROBABILITY & STATISTICS

HOMEWORK ASSIGNMENT 4 - DUE WITH THE SEMINAR ASSIGNMENT

INSTRUCTIONS

Please turn in the homework with this cover page. You do not need to edit the
solutions. Just make sure the handwriting is legible. You may discuss the problems
with your peers but the final solutions should be your work.

STATEMENT: With my signature I confirm that the solutions are the product of my
own work. Name: Signature:
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1. Do the following problems from Rice’s book:

Chapter 9: 13, 36, 61.
Chapter 14: 7, 36.

DO TWO TESTING AND TWO REGRESSION PROBLEMS BELOW.

2. Suppose X1, Xa, ..., X, are i.i.d. observations from a multivariate normal distri-
bution N (u, ) where ¥ is known. Further assume that R is a given matrix and
r a given vector. Use the likelihood ratio procedure to produce a test statistic

for
Hy: Ru=r Vs. Hi:Ru#r.

Give explicit formulae for the test statistic and the critical values.

3. Assume that the data x1,xs,...,x, are an i.i.d. sample from the multivariate
normal distribution of the form

(1) » »
12 11 12
X; ~N .
' ((u(”)’(ﬁm 222))

Assume that the parameters g and ¥ are unknown. Assume the following the-
orem:

If A(pxp) is a given symmetric positive definite matrix then the positive definite
matrix 3 that maximizes the expression

1 1 B

is the matrix

Y¥=-A.
n

The testing problem is
H()Z 212 =0 versus Hll 212 7é 0.

a. Find the maximum likelihood estimates of p and 3 in the unconstrained
case.

b. Find the maximum likelihood estimates of @ and 3 in the constrained case.

c. Write the likelihood ratio statistic for the testing problem as explicitly as
possible.

d. What can you say about the distribution of the likelihood ratio statistic?
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4. Assume the data pairs (z1,¥1), ..., (Zs, y,) are an i.i.d. sample from the bivariate
normal distribution with parameters

p= (Ml) and > (011 012) '
2 021 022
Assume the matrix X is invertible. We would like to test the hypothesis
Hy: X has eigenvalues A and 2\ for some A > 0
versus

H; : for the eigenvalues A and p of X we have \/u ¢ {2,1/2}.

a. Find the maximum likelihood estimators of the parameters in the unre-
stricted case.

b. Show that every symmetric 2 x 2 matrix with eigenvalues A and 2\ for A > 0
is of the form

AMl+a?)  —=Xab \  (a b\ [(2\ 0\ [a —b
—Xab  AN1+0))  \=b a)\0 XN \b a
for a, b such that a® + b = 1.
c. Find explicitly the likelihood ratio test for the above testing problem.
Hint: under the assumption o,y > 0 and ary — 32 > 0 the minimum of the

function f(x,y) = ar?+2Bxy+~yy?* subject to the side condition x?+y? = 1

1S
aty  (a—7)?+4p?
2 2 '

d. What can you say about the approximate distribution of the test statistic?

5. Let Y = X + € be a linear model where we assume E(¢) = 0 in var(e) = 0°%
for a known invertible matrix 3.

a. Show that the BLUE for 3 is given by
f=X's'X)"'X"2 Y |

Assume that XT3 ~1X is invertible and use the Gauss-Markov theorem.



Probability & Statistics Homework assignment 4

b. Assume that the linear model is of the form
Y = o+ Bry + up + €,

k=1,2,...,Kinl=1,2,..., Ly where ¢} are N(0,0?) and uy, are N(0, 72)
and all random quantities are independent. Assume that the ratio 72/0? is
known. Show that the BLUE is given by

(@):( Swe Y )( S widh )
B > Wik Smac"“zwkf% Swy"_zwki’kgk ’

where
wy = Lk02/(02+Lk7’2)

Sz = Z Z(l’m —71)?
Sey = D> (x — k) (Yr — T -

Hint: For ¢ # —1/n one has (I + c117)™! = T — ¢(1 + ne) 1117 where
17 = (1,1,...,1).
c. What would you do if the ratio 72/? were unknown?

d. How would you test the hypothesis Hy: 8 = 0 versus Hy: 8 # 07 What is
the distribution of the test statistic under the null-hypothesis?

6. Assume the data xq,...,x, are a i.i.d. sample from the multivariate normal
distribution with parameters g and 3. The problem is to test the hypothesis

Hy: p=Fkpyg versus H;: p and pg are not colinear.

a. Assume that X is known and invertible. Find the likelihood ratio test statis-
tic for the above testing problem. What is the approximate distribution of
the test statistic if Hy holds.

b. Find the exact distribution of the test statistic from a. if Hy is true.

c. Assume X is unknown but assumed to be invertible. Find the likelihood
ratio statistic in this case. You may assume the following: if A(p x p) is a
given symmetric positive definite matrix then the positive definite matrix
3. that maximizes the expression

1 1 B

1
¥=-A.
n

is the matrix
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d. What is the approximate distribution of the test statistic in this case?

7. Assume the usual linear regression model with
Y =X[3+¢

where X is fixed and known and F(€) = 0 and var(e) = ¢*I.

For a given n-dimensional vector a # 0 we would like to find the best linear

unbiased estimator v = LY with the property E(LY) = 0 of the quantity

v = a’e in the sense that the mean squared error

E[(0—v)?]
is as small as possible.

a. Show that LY = a’ <Y — XB) is the best estimator with the required

properties. Here B is the least squares estimator of the parameter 3.

b. Let [9 be the least squares estimator of 3. Compute
E [(aTé — aTe)z} ,

where € = (I~ H) Y and H = X (X'X) " X”.

c. Let b be an m-dimensional fixed vector and define
v=a’e+b'3.

We would like to find the linear estimator © = LY of v such that E(0) =
b”3 and the mean squared error

E[(d—v)’]

is as small as possible. Show first that for linear estimators with the given
properties

E[(LY) —v)*] = E[(LY — E(|Y))?] + E [(B(v[Y) —v)*] .

d. Assume € is multivariate normal which means that conditional expectations
are linear. Use c. to argue that © = a”€ + b’ 3 is the best linear estimator
of v in the above sense. Is the assumption about normality essential?
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8. Assume the correct regression model is
Y =XB+e¢€

for E(€) = 0 and var(e) = 0”I. Assume the matrix X of dimensions n x m with
m < n has full rank. Denote by 3 the ordinary least squares estimator of 3.
Assume as known that the upper left corner of the inverse of

X X
221 222 7

IS HFURED YD ST 0 JND Y00 Sesih Y109 Il 10 st

18

and the lower right corner is
222 = (222 — 22121_11212)_1 .

a. Assume that we forget some independent variables and fit the regression
model
Y = XlIBT + G* s

B2
Assuming the “wrong” model we estimate (3; by ,éf = (XlTXl)_]L X7y,
Let ,31 be the best unbiased linear estimator of 3; in the correct model.
Show that

where X = [X;; X,] and E(€*) = 0 and var(e*) = ¢*I. Write 8 = <B1>

var(8;) — var(3;) = 02 AB'AT |
where

A= (XTX;) ' XTX, and B=XIX,— XIXA.

b. Show that the matrix AB_lAAT is positive semi-definite. This means that
3% has smaller variance than £8;. Why is this not in contradiction with the
Gauss-Markov theorem? Explain your answer.

Hint: all the minors of a positive semi-definite matrix are positive semi-

definite.
9. Assume the regression model

Yo = a+frate
Yio = o+ Brp +n;
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for : = 1,2,...,n. In other words the observation come in pairs. Assume that
E(¢;) = E(n;) = 0, var(e;) = var(n;) = 02 and corr(e;,n;) = p € (—1,1). Assume
that the pairs (€1, m1), ..., (€, n,) are uncorrelated. Furthermore assume that

n
E Ti1Tip = 0.
i=1

a. Assume that p is known. Find the best linear unbiased estimate of the
regression parameters a and 3. Find an unbiased estimator of o2.

b. Assume that p is unknown and let & and B be the ordinary least squares
estimators of the regression parameters. Compute the standard errors of
the two estimators.

c. Let ¢; and 7); be the residuals from ordinary least squares. Express

n

S @+

i=1

E

and

E

i=1

> a-m]

with the elements of the hat matrix H.

~

d. Give an estimate of var(&) and var(/3). Are the estimators unbiased?



